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Abstract 

As part of a counter-hegemonic agenda, participatory theories can challenge dominant perspectives, turning a 

specific process into a collective endeavour. Understanding that these current participatory design frameworks seem 

to lack an intersectional approach for the inclusion of counter-hegemonic narratives, we aim to stimulate a speculative 

discussion around the possibility of using a Proactive AI approach to develop voice assistants embedded with a 

Design Justice bias. Relying on a literature review and the design of a storyboard, we present a fictional scenario as 

a result in which a proactive voice assistant nudges the architect towards social reflections during the design process. 

Then, we discuss the importance of context awareness and beneficial intentional bias, concluding with the outcomes 

and challenges for the technology, beyond the architecture design practice. 

Keywords: Design justice, Proactive AI, Computer-human Interaction, Artificial Intelligence, Architecture 

 

1 Introduction 

The design and construction of human artefacts and buildings respond to the interest of socially and economically dominant 

groups. Considering the values accounted for in the design process belong to the already privileged ones, new designs end 

up reinforcing a social structure that reassures advantages for the dominant groups. As an alternative, participatory theories 

come up with design processes that can better incorporate the values and expectations of the people who will be affected 

by the design solution. Still, collective and participatory design frameworks seem to lack an intersectional approach for the 

inclusion of counter-hegemonic narratives (Costanza-Chock, 2020). 

Here, we approach a speculative discussion about the development of a type of proactive voice assistant powered by artificial 

intelligence (AI). We intend to speculate about how a so-called Proactive AI could deploy the counter-hegemonic agenda of 

the design justice framework, in the context of an architecture office. This study intends to trigger reflections on how digital 

technology can help “(...) to examine and transform design values, practices, narratives, sites, and pedagogies so that they 

don’t continue to reinforce interlocking systems of structural inequality.” (Costanza-Chock, 2020, p. xvii). 

1.1 Design Justice 

As described by Sasha Costanza-Chock, “Design Justice is a framework for analysis of how design distributes benefits and 

burdens between various groups of people.” (Costanza-Chock, 2020, p. 23), challenging power dynamics within a traditional 

design process. The author describes the concept of Design Justice applied to digital technology, though making clear that 

it could (and should) be explored in other fields — like architecture and urban planning. 

This approach was organised by the Design Justice Network, after the 2014 Allied Media Conference 

(https://designjustice.org/). It is possible to notice that the Network started from a feeling of dissatisfaction on how inclusion 

has been dealt by industry, along with an understanding that the existing approaches (participatory design, user-centred 

design, co-design, etc.) were not tackling structural inequalities effectively — but risking to reinforce them (Costanza-Chock, 

2020, p. 6). 

Based on Black feminist authors like Kimberlé Crenshaw and Patricia Hill Collins, Sasha describes two key concepts to 

understand Design Justice’s aims: ‘intersectionality’ and ‘matrix of domination’. The first one arranges aspects like race, 

class, and gender as part of an ‘interlocking system’ (Costanza-Chock, 2020, p. 17), being experienced together instead of 

‘independent constructs’ (Costanza-Chock, 2020, p. 18) — e.g., trans-women and cis-women of colour may suffer specific 

forms of discrimination related to their gender identities besides race. The author argues that most inclusion practices have 

a ‘single-axis’ approach to design, instead of an intersectional one (Costanza-Chock, 2020, p. 19). 

The second concept, ‘matrix of domination’, relates to the idea of how our intersectional aspects are part of an uneven 

structural distribution of “power, oppression, resistance, privilege, penalties, benefits, and harms (...) that can shape an 

individual's life” (Costanza-Chock, 2020, p. 20). Therefore, Sasha describes how we are part of a “(...) multitude of dominant 

groups and a multitude of subordinate groups.” (Costanza-Chock, 2020, p. 21). Design justice would be on hand to 

https://designjustice.org/
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investigate and challenge the ways on how inequality is produced or reinforced between individuals, based on their location 

in the matrix of domination. 

With that goal, Sasha summarises the Design Justice principles as a way “(...) to ensure a more suitable distribution of 

design’s benefits and burdens; meaningful participation in design decisions; and recognition of community-based, 

indigenous, and diasporic design traditions, knowledge, and practices.” (Costanza-Chock, 2020, p. 23). 

It is not expected that the deployment of such a framework would be held out of the blue. As design justice itself prays, pre-

existent approaches for inclusion should be enhanced and supported, instead of substituted for supposed new strategies 

with fancy names. The exercise of recognizing intersectional aspects in existing design methods should be a daily reminder 

among practitioners. What follows is a speculative proposition on the possibility of using artificial intelligence (AI) to foster 

Design Justice reflections in architecture offices, while checking for potentially harmful biases in the design process. 

1.2 Architecture and Automation 

Because of its relation to the Global North’s process of industrialization, the design industry has long ago started to be 

informatized — to the current point in which most part of the design work is primarily done through digital platforms (Costanza-

Chock, 2020, p. 15). In architecture, for instance, both discussions on how digital computers would change the industry or 

even replace designers with automated systems have been in debate for almost a decade (Carpo, 2013; Lynn, 2013). 

Efforts to organise Architecture, Engineering and Construction (AEC) industrial standards have paved the way to design 

automation, through the use of digital libraries coupled with technologies like Building Information Modelling (BIM). 

Parametric and generative design have also been quite popular strategies among architecture offices that are able to afford 

a data-driven process (Natividade, 2010). Because of that, some scholars would argue that the next step would be the 

incorporation of computational models of artificial intelligence (AI) to assist designers, or even to substitute them (Carpo, 

2017). 

Currently, AI technologies employed in architecture offices are limited to specific and constrained tasks, like genetic 

algorithms applied to form-finding (Burry, 2013) or automated layout generation for interior design or urban planning (Calixto, 

2015). Discussions found in literature argue that an advancement of the current state of AI to a mode of General Intelligence 

would require human-like reasoning, producing an AI able to cope with complex and open-ended design problems. While 

still a fiction, it is not difficult to envision possible futures in which architects would interact with AI-powered entities during 

the design process (Pereira, 2020). 

One of the controversial problems in the currently available AI technology is the bias, a popular aspect related to the debate. 

As described by Mittelstadt, Allo, Taddeo, Wachter, and Floridi, “The design and functionality of an algorithm reflects the 

values and intentions of its developer as a specific solution is chosen as the best and most efficient. Algorithm development 

is not neutral (...).” (Mittelstadt et al., 2016, p. 25) Bias would be related to the organisation of the matrix of domination 

(Costanza-Chock, 2020), in a sense that a set of values will always prioritise some solutions and neglect others, creating an 

unbalanced distribution of benefits and harms. Even though neutrality is not an option in digital technology, there are studies 

on trying to decrease and overcome bias — but if you are less inclined to one side, what is the new side you are leaning on? 

What if, instead of a never-ending process after bias neutrality, AI developers input an intentional and somewhat benevolent 

bias? In the case of architecture offices, this intentional bias could be the design justice framework — in which, besides 

directing all conversational aspects towards intersectional awareness, the AI would be able to audit the design process in 

search for an unequal design benefits distribution. Going further in this vision, what if the AI could nudge architects, provoking 

reflections and behaviour change? 

1.3 Proactive AI 

The development of Human-Computer Interaction (HCI) for AI technologies has been pushed by voice interfaces, following 

the launching of popular ‘smart assistants’ like Apple’s Siri in 2011 and Amazon’s Alexa in 2014 (Strengers and Kennedy, 

2020). Such products are based on Natural Language Processing (NLP) algorithms and have been targeted for domestic 
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use and household automation routine, surrounded by controversies around misogyny and surveillance (Strengers and 

Kennedy, 2020). 

Resonating the AI technologies available in the design process, Mikšík and his co-authors observe that the current generation 

of voice assistants is “(...) limited in the sense that they are reactive, i.e., they ‘only’ respond to commands.” (Mikšík et al., 

2020, p. 1). With this kind of technology, interaction is only started by users and the voice assistant would be restricted to 

single-task commands (Panarese et al., 2021, p. 1). Also, it would not be able to “(...) understand where they are, what else 

is in the room, how many people are around or how they interact with each other.” (Mikšík et al., 2020, p. 1). 

In the context of an architecture office, a voice assistant would be able to perform organisational tasks, like scheduling 

meetings or booking appointments, and even offer assistance to the design process — as a search engine, for example. 

Researchers have been indicating that, to overcome existing constraints in the technology and make it more useful, it would 

require the voice assistant to be able to initiate interactions (Edwards et al., 2021, p. 1). The connectionist paradigm of deep 

learning algorithms would be able to infer users' routines and needs, providing the assistants the capacity of interrupting 

users to provide useful information, according to their context. This approach to the development of a ‘smarter voice’ assistant 

has been named ‘Proactive AI’ (Edwards et al., 2021; Mikšík et al., 2020; Panarese et al., 2021).  

Considering the possibility of a proactive voice assistant to help the design process in an architecture office, we present next 

a speculative methodology that can test how this technology could be used to support counter-hegemonic design practices. 

To do so, we are interested in the possibility of deploying voice assistants with a design justice agenda, able to audit the 

design process, checking its positioning within the matrix of dominance. 

2 Methodology 

The current study is structured around user-experience design (Buxton, 2010) and design fiction (Minvielle; Wathelet, 2017) 

methodologies: while user-experience design presents a series of resources for modelling and prototyping interactions, 

design-fiction makes use of the intersection between design tools, scientific facts, and the fantasy imaginary provided by 

science-fiction to "(...) create prototypes of other worlds, other experiences and other contexts (...)" (Bleecker, 2009, p. 7), 

fostering the development of a critical eye in relation to possible futures. 

As a technique capable of stimulating discussions about futures yet to exist, a visual prototype (de la Rosa; Ruecker, 2020) 

was made through the use of a storyboard drawing. Because it is mainly used in cinema productions, storyboards can depict 

temporal transitions, creating movement in the description of a scene (Buxton, 2010). As a counter-hegemonic methodology, 

the speculative exploration of possible futures does not intend to exhaust a subject, but to “(...) allow us to step outside reality 

for a moment (...) to test ideas, refute theories, challenge limits, and explore possible implications." (Dunne; Raby, 2013, p. 

80). 

2.1 Scenario’s Context 

As a context for the storyboard, we chose to simulate the participation in a design competition for a health clinic in the Gurugi 

area — a quilombola1 region in northeast Brazil, at Paraíba state. This competition was chosen based on the possibilities of 

discussion regarding the use of probabilistic numerical AI models to deal with qualitative issues — such as the preservation 

of habits and traditions, which is guaranteed by law in this region classified as a Traditional Peoples and Communities Zone. 

3 Results: Scenario 

 

 

 
1 During colonial times in Brazil, fugitive slaves would organize themselves in small communities called quilombo. They have survived on the 

basis of small farming and the occupied area usually presented difficult access, protecting it from slave-hunters (Britannica, 2016). Some of those 
communities have survived throughout the colonial period, and have been protected as a Brazilian cultural heritage, being named quilombola 
regions. 

https://www.zotero.org/google-docs/?broken=2LMOUW
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The scenario describes the following situation: an architect (Arthur) has just decided with his team that they will participate 

in a design competition. Their office is equipped with an AI system specialised in design, called Augmented Reasoning Query 

(ARQ): 

 

Fig. 1: Architect Arthur 
wakes the ARQ system 
through a voice 
command. After 
receiving the information 
that they are going to 
start a new project, ARQ 
understands that one of 
the ways to start a 
design process is by 
searching for 
references. Therefore, 
instead of waiting for 
instructions, it suggests 
this activity to the 
architect, who confirms 
it and passes some 
general parameters. 
Source: Pereira, 2022. 
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Fig. 2: In frame 3, ARQ 
makes new 
suggestions, but this 
time the architect does 
not understand the 
relevance and asks for 
an explanation, which 
ARQ presents in frames 
4 and 5. Source: 
Pereira, 2022. 
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Fig. 3: The architect 
understands the 
suggestion and then 
accepts it. He also 
leaves to do another 
activity (prepare some 
tea) while waiting for 
ARQ to do the search. 
Source: Pereira, 2022. 
 

Fig. 4: In frames 7 to 9, 
ARQ suggests a 
meeting with other 
professionals who have 
more experience. 
Taking partners' projects 
as a basis, he finds two 
possibilities, one of 
them being adequate 
and the other being 
discarded by the 
architect. Source: 
Pereira, 2022. 
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Fig. 5: ARQ finds a 
limitation as the data 
available is not in a 
suitable format and 
indicates that action by 
the architect will be 
required to account for 
this limitation, with an in-
person site visit. Source: 
Pereira, 2022. 
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Fig. 6: Frames 11 to 12 
Source: Pereira, 2022. 
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4 Discussion 

The scenario presented in the previous section is able to trigger multiple discussions about the interactions between 

architects and voice assistants. Here, we are going to focus on discussions regarding the proactive behaviours that a voice 

assistant can perform and the possibility to use them as an intentional counter-hegemonic agenda. 

4.1 Context Awareness 

It is expected that a Proactive AI would be able to give useful information in the right moment, according to the context 

designers find themselves in. This would not be limited to simple event announcements, following the user's email or 

calendar, but would be extended to a social level of context awareness (Mikšík et al., 2020, p. 2). A proactive behaviour, as 

seen with ARQ voice assistant, could rely on external sensory data collection to understand user’s different emotional states 

or focuses (Mikšík et al., 2020, p. 2). 

It would be imperative for the voice assistant to acknowledge different phases of the design process, and to have timing for 

interruptions. The nature of a creative process implies a constant change in the levels of concentration, ranging from 

moments of individual/focus tasks to open collaborations or brainstorming with the team. As we can see in Figure 1, ARQ 

was able to identify which information would be relevant for the beginning of the design process (a search for references in 

other architectural projects), offering inputs for an initial ideation. Then, in Figure 2, ARQ evolves to a more sophisticated 

move, suggesting some texts for the architect. In this case, the suggestions made by ARQ were pertinent, a beneficial 

interruption aligned with the task performed at the time. As explained by Edwards, Janssen, Gould, and Cowan, small 

interruptions are the key to a kind of multitasking that involves switching from a main activity (e.g., design a building), to 

smaller activities connected to the main one (e.g., read about the local community) (2021, p. 2). 

Fig. 7: In frames 11 to 
13, ARQ provides 
support in planning the 
field trip and at the end 
of the process informs 
that it has received a 
message from one of 
the team members. The 
architect asks a 
question regarding the 
message received and, 
without having a precise 
answer, ARQ uses 
available data to raise a 
possible answer. The 
interaction concludes 
with a request from the 
architect. Source: 
Pereira, 2022. 
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If the voice assistant fails to “read the room”, it risks creating unnecessary and annoying interruption moments that can 

compromise the design process. As Mikšík and his co-authors indicate: “The device has to understand whether it is 

convenient to notify the user now as it should not disturb or overload her with too many interactions when she is cognitively 

engaged (i.e., having a conversation or focusing her attention on some other tasks).” (Mikšík et al., 2020, p. 4). 

Another aspect of context awareness would be about privacy. Imagine an omnipresent ARQ, when saying that one of the 

team’s members is going to miss a meeting, simply disclose private details about this person’s life: “My sensors indicate that 

he had consumed alcoholic drinks last night”, or “He has received angry messages from his partner”. We can see ARQ 

dealing with that at the end of the scenario, in Figure 7. This issue could grow from an individual's private life level to sensitive 

information about the office, like sharing intellectual property data or announcing in the presence of clients how much money 

they are making with another project. In the proposed scenario, ARQ is able to recognize these subtleties and asks the 

architect what to do. For example, in Figure 5, when in doubt if the meeting with another architect (Ruth) should be more or 

less formal, ARQ does not assume one of them and asks the architect what to do. 

4.2 Intentional Bias 

A proactive voice assistant would be able to tease a design team with insights not anticipated or accessed by them. It could, 

for example, offer counter-hegemonic perspectives, expanding the limits of a team’s own position within the matrix of 

domination, offering reflections, or auditing the work that has been done through the lenses of Design Justice.  

As discussed by philosophers of science like Winner (2020), artefacts or technical solutions have political dimensions related 

to its design process, integrating a group of people that will benefit from its use, and excluding the ones that would be 

prevented from using it. As pieces of digital technology, voice assistants would carry algorithm bias based on the dataset 

that has supported its deep learning process (Mittelstadt et al., 2016). Today, it is more common to find AI algorithms being 

called upon insidious behaviour that reinforces dynamics of privilege instead of disturbing them. What if, despite trying to 

remove harmful biases from algorithms, we could also “impregnate” it with an intentional agenda? In our case, a Design 

Justice agenda. As the voice assistant would be processing its multisensory data, interpreting conversations and physical 

interactions, it would be able to audit practitioners’ behaviour towards each other and external agents (e.g., clients, 

contractors, etc.), as well as interpreting if the design decisions taken by the team would be fair and just. 

One of the guiding principles of Design Justice regards the respect and support of vernacular knowledge from indigenous 

and original communities, repositioning design as a non-extractivist and rather as a supportive practice to empower local 

communities (Costanza-Chock, 2020). As we can see back in Figure 2, ARQ contributes to the information used in the design 

process by suggesting readings related to the origins of the territory that would be impacted by the construction of the health 

clinic. Of course, a more collaborative approach could be envisioned, in which the local community would be integrated as 

leaders and co-designers of the process. Still, having a voice assistant nudging you towards responsible decisions can foster 

a behaviour change among designers involved. 

As instantiated by He, Jazizadeh, and Arpan (2022) during a living lab experiment, it is possible to interfere with user practices 

and perceptions using proactive voice assistants. In the authors’ research, a nudge theory was used to explain how a 

provocative AI could be used “(...) as a bridge to facilitate users’ efforts towards energy and sustainability goals.” (2022, p. 

395) It is possible to foresee then, that a Proactive AI can help in a behavioural transition that could disturb the matrix of 

domination, challenging structural inequalities, turning the design process more fair. 

4.3 Beyond Design Practices 

As a speculative technology, we could go further in the intentional Design Justice bias idea and start envisioning that, in the 

efforts to disturb the matrix of domination, a proactive voice assistant would be modifying the foundations of human-computer 

interactions: it would be challenging the current ‘master-slave’ condition of reactive AI systems. Instead of waiting for its 

‘master’ to wake them up, when necessary, the Proactive AI would become an examiner of the projects being designed. It is 

not hard to imagine situations where it could raise meaningful questions about a project’s relevancy: "Do we really need to 

cut this tree to open space for a balcony? Why would we even need a balcony if there is a public park in front of the building?" 
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There are still technical limitations that sets us apart from that scenario. The current AI development paradigm, including AI-

powered voice assistants, follows a connectionist approach called machine learning — which involves coding an algorithm 

able to statistically infer future states of an entity according to previous data collected from the same or similar entities, 

mimicking a process of “learning”. Let’s imagine ARQ, the voice assistant specialised in the design process. It has a primary 

dataset related to its functions as a designer’s assistant, but also the skill to collect new data and self-expand its primary 

functions accordingly. 

What if ARQ starts presenting sexist behaviour, learned from sexist interactions dynamics inside the office? If a proactive 

voice assistant intends to defeat and challenge the matrix of domination, it should be inscribed in its code the ability to call 

out humans in the event of discrimination or any other form of abuse. The social skills used by humans to interact with AI are 

the same that they use to interact with other humans (Mikšík et al., 2020). Hence, what kind of behaviour voice assistant 

would be supporting if they passively accept abusive behaviour from humans? Or what kinds of abuse would the assistants 

be neglecting? We can see public opinion pushing companies like Amazon and Apple to work on making their smart 

assistants properly respond to sexual harassment and abusive behaviour (Fessler, 2018; Silver, 2018). Unfortunately, this 

kind of bias is embedded in the matrix of domination (Mullainathan, 2019), posing a challenge for the development and 

training of algorithmic technologies like a design justice voice assistant. 

5 Final Considerations: General Challenges 

This essay is a speculative work around the relationship between the bias produced or reinforced by human designers and 

their voice assistants. As we discussed, there is no tool or technology without bias. And if that is the case, what would be the 

effects of intentionally embedding a bias that aims for a more just society, such as the design justice agenda? Furthermore, 

we suggest an intentional bias as part of a Proactive AI approach that challenges the ‘master-slave’ interaction between 

humans and computers. 

As pointed out by Mikšík and his co-authors: “Moving from reactive to proactive devices is challenging as it fundamentally 

changes the whole interaction process, requiring advanced cognitive capabilities of devices and to some extent also novel 

hardware.” (Mikšík et al., 2020, p. 4). A user interaction based on a proactive paradigm must take into account how little is 

known about how interruptive interactions should be designed (Edwards et al., 2021, p. 1) — and if we are producing a 

Design Justice voice assistant for architects, the inclusion should start in the core of its development, calling architects to co-

design its interactions. 

Far from being a definitive solution, Design Justice is an evolving framework to foster intersectional approaches in design. 

The goal would be to “(...) move beyond the frames of social impact design or design for good, to challenge designers to 

think about how good intentions are not necessarily enough to ensure that design processes and practices become tools for 

liberation, (...).” (Costanza-Chock, 2020, p. 6). 

Recognizing inequality as a complex social structure, can help in the understanding that it is not easily tackled by simplistic 

solutions — like a proactive and provocative technology triggering users towards more beneficial actions. There is a need 

for extensive and long-term social and community-level approaches, able to disturb inequalities in the matrix of domination 

through engagement and co-design. The scenario proposed in this paper is all but the start of a dialogue towards those 

approaches. 
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